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RESUMO

SILVA SANTOS, HEDER FILHO. AVALIACAO AUTOMATICA DE RESPOSTAS
CURTAS EM PORTUGUES BRASILEIRO: UM ESTUDO SOBRE MODELOS DE
LINGUAGEM, ENGENHARIA DE PROMPT E CARACTERISTICAS TEXTUALIS.
dezembro, 2025. 25 f. Mografia — (Curso de Bacharel em Ciéncia da Computagao), Instituto
Federal Goiano - Campus ipora. Ipora, GO.

A Corre¢ao Automadtica de Respostas Curtas (em inglés, Automatic Short Answer Grading
- ASAG) tem se destacado como alternativa promissora para reduzir o esfor¢go humano em
avaliagoes educacionais, embora ainda existam poucas investigacoes voltadas ao portugueés
brasileiro. Este estudo analisa o desempenho de trés Modelos de Linguagem de Grande
Escala (GPT-40-mini, Sabiazinho-3 e Gemini 2.0-Flash) na tarefa de ASAG, avaliando
todas as 128 combinacoes possiveis de sete componentes de engenharia de prompt e
examinando como caracteristicas textuais das respostas como nimero de palavras e riqueza
lexical, influenciam o desempenho dos modelos. Os resultados indicam que a combinacao
de exemplos few-shot com rubrica explicita foi a mais eficaz, enquanto o raciocinio passo
a passo beneficiou especialmente o GPT-40-mini. O Sabiazinho-3 apresentou a maior
concordancia com avaliadores humanos, o Gemini 2.0-Flash obteve o menor erro médio
absoluto, embora com alta taxa de alucinagoes, e o GPT-40-mini produziu as saidas
numéricas mais estaveis. Por fim, verificou-se que o perfil lexical das respostas impacta
significativamente a qualidade da avaliagao automatica, sendo a faixa de riqueza lexical
média a mais desafiadora para todos os modelos.

Palavras-chave: Correcao Automatica de Respostas Curtas; Modelos de Linguagem de
Grande Escala; Engenharia de Prompt; Portugués Brasileiro.



ABSTRACT

SILVA SANTOS, HEDER FILHO. Automatic Short Answer Grading in Brazilian Portu-
guese: A Study on Language Models, Prompt Engineering, and Textual Characteristics.
dezembro, 2025. 25 f. Trabalho de Conclusao de Curso — Bacharel em Ciéncia da Compu-
tagao, Instituto Federal Goiano - Campus ipora. Ipord, GO, dezembro, 2025.

Automatic Short Answer Grading (ASAG) has emerged as a promising approach to redu-
cing human effort in large-scale educational assessments, but studies focused on Brazilian
Portuguese remain limited. This work evaluates the performance of three Large Language
Models (GPT-40-mini, Sabiazinho-3, and Gemini 2.0-Flash) in ASAG, testing all 128
possible combinations of seven prompt engineering components and examining how textual
characteristics—such as word count and lexical richness—affect model accuracy. Results
show that combining few-shot examples with explicit rubrics was the most effective strategy,
while step-by-step reasoning particularly benefited GPT-40-mini. Sabiazinho-3 achieved
the highest agreement with human evaluators, Gemini 2.0-Flash obtained the lowest mean
absolute error but exhibited a high hallucination rate, and GPT-40-mini produced the
cleanest and most consistent numeric outputs. Furthermore, the lexical profile of student
responses significantly influenced model performance, with medium levels of lexical richness
posing the greatest challenge across all models.

Keywords: Automatic Short Answer Grading; Large Language Models; Prompt Engineering;
Brazilian Portuguese.
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1 INTRODUCAO

Avaliar respostas de estudantes é uma tarefa central em contextos educacionais,
pois fornece um importante mecanismo de feedback que influencia diretamente o processo de
aprendizagem (BURROWS; GUREVYCH; STEIN, 2015). No entanto, a corregdo manual
de questoes discursivas de resposta curta demanda tempo e esforgo significativos por parte
dos educadores (ELNAKA et al., 2021). Esse desafio se intensifica em ambientes com
grande quantidade de participantes, como Cursos Online Abertos e Massivos (MOOCs),
sistemas de ensino a distancia e avaliagoes em larga escala, nos quais a agilidade e a
consisténcia na correcao sao essenciais, mas dificeis de alcancar devido ao volume de
respostas (PIECH et al., 2013).

A Corregao Automatica de Respostas Curtas (ASAG, do inglés Automatic Short
Answer Grading) emerge como uma alternativa promissora para mitigar esses problemas.
Essa abordagem utiliza métodos computacionais para analisar respostas textuais, estimar
sua equivaléncia semantica em relacao ao gabarito e atribuir notas automaticamente
(SUZEN et al., 2020). Além de reduzir a carga de trabalho docente, ASAG pode contribuir
para maior padronizagao, imparcialidade e rapidez no processo avaliativo (BURROWS;
GUREVYCH; STEIN, 2015).

A correcao manual, além de consumir tempo, esta sujeita a subjetividade e a
variabilidade entre avaliadores, o que pode comprometer a justica e a consisténcia do
processo avaliativo (BURROWS; GUREVYCH; STEIN, 2015). A ASAG nao apenas
promete escalabilidade para grandes volumes de dados, mas também oferece o potencial
de um padrao de avaliacao mais consistente, mitigando vieses humanos ao aplicar critérios
pré-definidos de forma uniforme em todas as respostas (BONTHU; SREE; PRASAD,
2021). A adocgao de ferramentas como a ASAG é, portanto, uma necessidade crescente
para garantir a qualidade e a equidade em sistemas educacionais massivos.

Ao longo das tltimas décadas, a evolugao da Correcao Automatica de Respos-
tas Curtas foi impulsionada sobretudo por modelos tradicionais de Processamento de
Linguagem Natural (PLN), que dominaram a drea antes do surgimento dos modelos de
linguagem de grande escala (BURROWS; GUREVYCH; STEIN, 2015). Abordagens basea-
das em extracao de caracteristicas como TF-IDF,| Bag-of- Words e medidas de similaridade
semantica aliadas a algoritmos supervisionados, como Maquinas de Vetores de Suporte
(SVM), Regressao Linear e Naive Bayes, foram amplamente exploradas para estimar a
correspondéncia entre a resposta do estudante e a resposta esperada (MELLO et al., 2025;
LIU; KUSNER; BLUNSOM, 2020).

Esses métodos apresentaram avancos importantes ao oferecer avaliagoes consis-
tentes em cenarios controlados, especialmente quando combinados a técnicas de pré-
processamento e engenharia manual de atributos. Contudo, apesar de sua relevancia
histérica e da robustez em tarefas especificas, tais modelos dependiam fortemente de repre-
sentagoes superficiais do texto e frequentemente falhavam em capturar nuances semanticas
essenciais.

Nesse cendrio, os Modelos de Linguagem de Grande Escala (LLMs, do inglés
Large Language Models) tém se destacado como ferramentas poderosas para tarefas de
processamento de linguagem natural. Esses modelos, treinados em grandes corpora textuais,
sao capazes de capturar padroes semanticos e estruturais complexos (ZHUANG et al., 2023).
Diferentemente de abordagens anteriores, baseadas em aprendizado por transferéncia ou
engenharia manual de caracteristicas, os LLMs frequentemente generalizam melhor entre
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tarefas distintas e conseguem interpretar nuances linguisticas com maior profundidade
(QIN et al., 2024). Estudos recentes sugerem, contudo, que seu desempenho pode ser
ampliado quando associados a técnicas como ajuste fino e engenharia de prompts, que
adaptam modelos pré-treinados para tarefas ou dominios especificos (WEI et al., 2021;
CARPENTER et al., 2024).

Apesar dessas capacidades avancadas, o uso de LLMs em ASAG também introduz
novos desafios que precisam ser cuidadosamente considerados. Embora esses modelos
consigam interpretar nuances linguisticas de forma mais profunda que abordagens ante-
riores, eles podem apresentar variabilidade nas decisoes, sensibilidade a formulacao do
prompt e tendéncia a geracao de respostas alucinatérias fatores que podem comprometer a
confiabilidade necesséaria em contextos educacionais (YAN et al., 2024; GREVISSE, 2024).
Além disso, aspectos como custo computacional, necessidade de controle sobre o formato
da saida e diferencas entre idiomas frequentemente influenciam seu desempenho (BANG
et al., 2023). Assim, a adogao de LLMs para fins avaliativos requer nao apenas avangos
metodologicos, mas também uma compreensao sistematica de componentes de prompt e
caracteristicas textuais.

Pesquisas em lingua inglesa tém explorado o potencial e os desafios dos LLMs
no contexto de ASAG. Por exemplo, Chamieh, Zesch e Giebermann (2024) compararam
modelos da familia GPT e LLaMA a abordagens supervisionadas tradicionais em cenérios
zero-shot e few-shot, observando desempenho limitado em perguntas que exigiam raciocinio
complexo ou conhecimento especializado. Por outro lado, Grévisse (2024) avaliaram o
GPT-4 e o Gemini 1.0 em um contexto educacional real, corrigindo 2.288 respostas escritas
em tres idiomas diferentes. Apesar desses avancos, persistem lacunas importantes, como
a predominancia de estudos em lingua inglesa, a auséncia de investigacoes sistematicas
sobre o impacto de diferentes componentes de prompt e a escassez de analises qualitativas
de erros.

No contexto do portugues brasileiro, as contribuicoes ainda sao incipientes. Mello
et al. (2025) apresentam uma andlise comparativa entre modelos tradicionais e o GPT-4,
destacando o papel central da engenharia de prompts na melhoria do desempenho do
modelo. De maneira complementar, Mello et al. (2024) avaliaram sistematicamente 128
combinacgoes de prompt, evidenciando a relevancia de elementos como estratégias few-shot
e justificativas no aumento da eficicia do ASAG em portugués.

Diante desse cendario, este trabalho investiga o uso de LLMs para ASAG especifi-
camente no portugués brasileiro. Sao avaliados os modelos GPT4o-mini, Sabiazinho-3 e
Gemini 2.0-Flash, analisando sua capacidade de interpretar e classificar respostas textuais
curtas. Conduzimos experimentos envolvendo diferentes técnicas de engenharia de prompt,
além de investigar o efeito de componentes especificos dos prompts sobre a acuracia dos
modelos. O objetivo é comparar o desempenho entre arquiteturas diversas e identificar
quais combinacgoes de modelos e estratégias de prompt produzem resultados mais robustos
e precisos para o contexto educacional brasileiro.

O restante deste trabalho estd estruturado da seguinte forma: o Capitulo 2
apresenta os conceitos fundamentais sobre Correcao Automatica de Respostas Curtas e a
evolucao dos Modelos de Linguagem de Grande Escala. O Capitulo 3 detalha a metodologia
de pesquisa, incluindo a descri¢ao do dataset em Portugués Brasileiro, os modelos de LLMs
selecionados e as estratégias de engenharia de prompt aplicadas. Em seguida, os Capitulos 4
e b apresentam os resultados quantitativos da avaliacao dos modelos e a andlise qualitativa
dos erros. Finalmente, o Capitulo 6 resume as principais conclusoes deste estudo, suas
implicagoes e sugestoes para trabalhos futuros na area.



2 FUNDAMENTACAO TEORICA

Este estudo visa analisar diferentes LLMs para Classificacao Automatica de Res-
postas Curtas em um conjunto de dados em portugués brasileiro, considerando também os
componentes dos prompts utilizados. Nesse sentido, este capitulo apresenta uma contextu-
alizagao geral do ASAG e da engenharia de prompts. Em seguida, o capitulo apresenta a
fundamentacao tedrica da area de classificacao automatica de respostas curtas. Finalmente,
apresentamos as questoes de pesquisa que norteiam este estudo.

2.1 APRENDIZADO DE MAQUINA

O aprendizado de maquina (AM) é uma da area da inteligéncia Artificial(IA)
importante para sistemas de predicao de padroes e tomada de decisoes com base em dados
estabelecidos (MITCHELL, 1997). Assim, seu impacto é vasto e tem sido utilizado em
diversas areas, como saude, financas e educagao.

2.1.1 TIPOS DE APRENDIZADO DE MAQUINA

Aprendizado supervisionado: Os algoritmos aprendem a partir de um conjunto de trei-
namento. Este conjunto possui entradas e saidas corretas. Assim, os algoritmos
aprendem ao repassar estes dados, onde medem seus erros com uma funcao de perda,
se ajustando de modo a otimizar sua resposta, minimizando a margem de erro.
Exemplos comuns de utilizagao sao em modelos de classificacao e regressao (BISHOP,
2006).

Aprendizado nao supervisionado: Os algoritmos recebem um conjunto de treinamento
nao rotulado, onde buscam por padroes ocultos e agrupamento de dados. Tem um
carater exploratorio, se tornando ideal para exploragao de dados. Exemplos de seu uso
sao as regras de associagao e a clusterizacao (HASTIE; TIBSHIRANI; FRIEDMAN,
2009).

Aprendizado auto-supervisionado: Este tipo de aprendizado utiliza uma abordagem, onde
os dados de treinamento sao rotulados a partir das entradas, criando rétulos implicitos.
Ela pode ser aplicada quando é necessario usar um aprendizado nao supervisionado,
porém, é preciso usar um aprendizado supervisionado. E uma técnica emergente, que
vem sendo utilizada em visao computacional (DEVLIN et al., 2019).

Aprendizado por reforgo No aprendizado por reforgo, um agente interage com um am-
biente dinamico, tomando acoes e recebendo recompensas ou penalidades como
feedback. O objetivo do agente é aprender uma politica de agoes que maximize sua
recompensa acumulada ao longo do tempo. Esse tipo de aprendizado é amplamente
utilizado em robdtica, jogos e otimizacao de processos, sendo aplicado, por exemplo,
em algoritmos como @-Learning (SUTTON; BARTO, 2018).

Um fator de importancia para se considerar, ao se trabalhar com o aprendizado
de maquina é se ter um conjunto de dados robusto, porém nao é sempre que se tem um
conjunto de dados estaticos de amostras rotuladas. Assim, a fim de minimizar a necessidade
de um grande e robusto conjunto de dados, o aprendizado de maquina ativa surge como
uma grande alternativa para o treinamento de modelos (OLSSON, 2009).

O Aprendizado de Maquina ativo é uma abordagem na qual o modelo identifica
quais instancias nao rotuladas sao mais relevantes para receber anotacgoes de especialistas,
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reduzindo o esforco de rotulagem. Esse processo visa aumentar a qualidade dos resultados
(SETTLES, 2009). No contexto de classificacao textual, é uma técnica importante, pois,
diante de grandes volumes de texto, pode ser inviavel rotular manualmente todos os
documentos (NOVAK; MLADENIC; GROBELNIK, 2006).

Desta maneira, cada abordagem de aprendizado de méaquina desempenha um
papel crucial na classificacao textual, variando conforme a disponibilidade de dados
rotulados, a necessidade de exploracao e a adaptacao dinamica do modelo as mudancas
no ambiente (BONTHU; SRIPADA; PRASAD, 2021). Isso ocorre porque cada técnica,
seja supervisionada, nao supervisionada ou de reforco, oferece diferentes vantagens em
termos de descoberta de padroes, robustez a falta de rétulos e aprendizagem continua.
Dessa forma, é possivel alcancar maior eficiéncia na categorizacao de textos sob cenarios
diversos.

2.2 CLASSIFICACAO TEXTUAL

A classificacao textual configura-se como uma das aplicacoes mais relevantes do
processamento de linguagem natural (PLN), tendo por objetivo organizar e categorizar
documentos textuais em classes predefinidas com base em suas caracteristicas semanticas e
sintaticas. Essa técnica, que se apoia em modelos estatisticos e algoritmos de aprendizado
de maquina, permite a automatizacao da andlise de grandes volumes de dados, facilitando
o gerenciamento da informacao e a extracao de conhecimento a partir de textos. O
desenvolvimento de abordagens robustas para a classificacao textual é crucial para a
implementacao de sistemas de recomendagao, filtragem de spam, anélise de sentimentos,
entre outras aplicagoes, contribuindo de maneira significativa para a eficiencia e eficacia
dos processos de tomada de decisao em ambientes complexos.

2.2.1 METODOS DE CLASSIFICAGCAO TEXTUAL

A classificagao textual é uma tarefa central no PLN e envolve a atribuicao de
categorias ou rétulos a textos com base em seu contetido. Para realizar essa tarefa, diversas
abordagens e técnicas tém sido desenvolvidas ao longo dos anos, tanto no campo dos
métodos estatisticos classicos quanto nos métodos baseados em modelos de linguagem de
Grande escala (LLMs).

2.2.1.1 PRE-PROCESSAMENTO DOS DADOS

Antes da aplicacao de qualquer modelo de classificacao, o texto precisa ser conver-
tido em uma forma que possa ser processada computacionalmente (MANNING; SCHiTZE,
1999). As etapas de pré-processamento incluem:

1. Tokenizagao: Dividir o texto em unidades menores (tokens), que podem ser palavras,
frases ou caracteres.

2. Normalizacao: Inclui a conversao para letras minuisculas, remocao de pontuagao,
stopwords (palavras de baixa relevancia) e, em alguns casos, a aplicagao de técnicas
de lematizagao.

A fim de obter uma representacao vetorial, pode-se citar técnicas como o Bag-of-
Words (BoW), que representa textos como um vetor de frequéncias de palavras, ignorando
a ordem. Também ¢é possivel utilizar o Term Frequency-Inverse Document Frequency(TF-
IDF), que pondera a frequéncia das palavras considerando a importéancia relativa delas em
um corpus
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Superando outros métodos de representacao vetorial, é notério destacar os word
embeddings. Eles representam uma técnica fundamental no processamento de linguagem
natural, onde palavras sao convertidas em vetores de niimeros reais em um espago continuo.
Essa abordagem, exemplificada por modelos como Word2Vec, GloVe e FastText, permite
que termos semanticamente préoximos sejam representados por vetores similares, facilitando
a captura de relacoes contextuais e semanticas entre palavras.

2.2.1.2 MODELOS TRADICIONAIS

Os modelos tradicionais de classificagao textual se caracterizam pela sua aborda-
gem robusta. Esses modelos adotam estratégias que facilitam a separacao dos dados em
categorias distintas, ainda que existam desafios impostos pela alta dimensionalidade dos
textos. Ao explorar técnicas baseadas em principios estatisticos e algoritmos de aprendizado,
os métodos demonstram versatilidade e adaptabilidade (SEBASTIANI, 2002; MELLO et
al., 2025).

Naive Bayes: Baseado no teorema de Bayes, assume a independéncia entre as caracteris-
ticas. E rapido e eficaz para muitos problemas de classificagao de texto, apesar da
simplificacao assumida.

M4équinas de Vetores de Suporte (SVM): Encontram um hiperplano que separa as clas-
ses de maneira 6tima. SVMs sao especialmente tteis quando os dados sao de alta
dimensionalidade, como em representagoes BoW ou TF-IDF.

Arvores de Decisao e Random Forests: Utilizam critérios de divisao para particionar
os dados em grupos homogéneos. Podem ser aplicadas a classificacao textual, em-
bora muitas vezes necessitem de um bom pré-processamento para lidar com a alta
dimensionalidade.

2.2.1.3 MODELOS DE DEEP LEARNING

O surgimento e o avanco das técnicas de deep learning transformaram radicalmente
a abordagem para a classificacao textual, elevando a capacidade de extrair representacoes
profundas dos dados (BONTHU; SRIPADA; PRASAD, 2021). Ao invés de depender
exclusivamente de caracteristicas extraidas manualmente ou de representagoes simplificadas,
as arquiteturas baseadas em redes neurais permitem o aprendizado de padroes complexos
e relagoes semanticas intrincadas a partir dos proprios dados, enriquecendo a compreensao
dos contextos linguistico (MALEKZADEH et al., 2021).

Ao empregar estruturas de rede sofisticadas e técnicas avancadas de treinamento,
os modelos de deep learning mostram-se particularmente eficazes em lidar com as sutilezas
da linguagem natural, capturando nuances contextuais e variagoes fundamentais para uma
categorizacao mais precisa e robusta dos textos.

Redes Neurais Embora originalmente desenvolvidas para dados visuais, elas se aplicam
com sucesso a classificacao de texto ao identificar padroes locais nas sequéncias
textuais (MOTA et al., 2020).

Redes Neurais Profundas Modelos como LSTM (Long Short-Term Memory) e GRU
(Gated Recurrent Units) conseguem capturar dependéncias sequenciais, importantes
para entender a estrutura e o contexto do texto (PERUMAL et al., 2024).

2.2.1.4 MODELOS DE LINGUAGEM DE GRANDE ESCALA

Os LLMs representam um avanco significativo no campo do PLN, pois sao ba-
seados em arquiteturas de redes neurais profundas, como o transformer, que empregam
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mecanismos de atengao para modelar dependéncias de longo alcance em textos (VASWANI
et al., 2023). Diferentemente das abordagens precedentes, que exigiam pré-processamento
extensivo e engenharia manual de caracteristicas, os LLMs sao treinados em regimes
auto-supervisionados com grandes volumes de dados, desenvolvendo assim representagoes
contextuais robustas da linguagem (ZHAO et al., 2025).

Para a ASAG, os LLMs oferecem oportunidades potenciais e significativas sobre as
abordagens anteriores (MELLO et al., 2025). Sua profunda compreensao semantica permite
avaliar respostas com base no significado, em vez de somente na forma lexical, tornando-
os mais aptos a reconhecer respostas corretas expressas de maneiras inesperadas (YAN
et al., 2024). Além disso, muitos LLMs demonstram fortes capacidades de aprendizado
em poucos exemplos (few-shot learning) ou mesmo sem exemplos (zero-shot learning),
podendo adaptar-se a novas tarefas de avaliagao com instrugoes em linguagem natural,
sem a necessidade de grandes conjuntos de dados de treinamento especificos para cada
questao. A capacidade de seguir instrugoes complexas e gerar nao somente notas, mas
também justificativas ou feedback.

Mais recentemente, a emergente era dos LLMs influencia o panorama do ASAG.
LLMs como o GPT-3 e GPT-4, treinados em corpora massivos e capazes de compreensao
contextual avancada, abriram caminho para abordagens baseadas em engenharia de prompt
ao invés de treinamento supervisionado tradicional (MELLO et al., 2025; MELLO et al.,
2024). Por exemplo, estudos demonstraram que os modelos GPT-3.5 e GPT-4 podem ser
utilizados para avaliar respostas em finlandés com desempenho competitivo com métodos
anteriores, mesmo sem treinamento adicional especifico naquela lingua (CHANG; GINTER,
2024).

Apesar do potencial transformador dos LLMs para tarefas de ASAG, sua adocao
ainda enfrenta limitacoes importantes. Diversos estudos evidenciam que, embora capazes
de alcancar desempenho competitivo, esses modelos podem apresentar inconsisténcias,
enviesamentos e uma propensao a geracao de respostas alucinatérias, ou seja, contetidos
plausiveis, mas incorretos ou irrelevantes para a tarefa (XU; JAIN; KANKANHALLI, 2025;
BANG et al., 2023). Essa tendéncia é especialmente preocupante em cendrios educacionais,
onde avaliacOes autométicas exigem confiabilidade e transparéncia. Além disso, pesquisas
evidenciam que LLMs podem ser sensiveis a formulacao dos prompts e a estrutura das
instrucoes fornecidas, impactando diretamente a qualidade e a precisao das respostas
geradas (ZHAO et al., 2025; MELLO et al., 2024).Tais limitagdes reforgam a necessidade
de uma abordagem sistematica de engenharia de prompt e validacao das saidas, visando
mitigar erros e viabilizar o uso seguro e eficaz dos LLMs em contextos avaliativos.

2.3 ENGENHARIA DE PROMPT

A engenharia de prompt surgiu como uma disciplina essencial no uso de LLMs,
especialmente com o avango das diversas arquiteturas (KHOT et al., 2023). Ela consiste
na elaboracao estratégica de entradas textuais visando induzir comportamentos, saidas e
formatagoes especificas no modelo (LIU et al., 2023). Essa prética se tornou especialmente
relevante ao se observar que pequenas mudancas na formulacao de um prompt podem
impactar significativamente a qualidade, precisao e utilidade das respostas geradas (SANTU;
FENG, 2023).

O propodsito da engenharia de prompt é, portanto, maximizar o desempenho dos
modelos sem a necessidade de ajustes nos parametros internos. Isso é alcancado por meio
de diversas técnicas que buscam aprimorar o desempenho de LLMs (SANTU; FENG,
2023). Entre elas estao few-shot prompting, que apresenta exemplos de entrada—saida como
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referéncia; instrugoes detalhadas, listando claramente objetivos e critérios (CARPENTER
et al., 2024); chain-of-thought, que exige raciocinio em etapas antes da resposta final (WEI
et al., 2022); definigao de persona, atribuindo ao modelo um papel especifico para guiar o
tom e o rigor; e decomposicao modular de tarefas, que divide problemas complexos em
sub-tarefas resolvidas sequencialmente (KHOT et al., 2023). Juntas, essas abordagens
elevam a precisao e a qualidade das respostas em cenérios variados, de questoes aritméticas
a avaliacoes educacionais.

Pesquisas recentes em ASAG confirmam o peso da engenharia de prompt. Mello
et al. (2024) avaliaram 128 variagoes de prompt em portugués com GPT-3.5 e GPT-4
e descobriram que inserir um “tempo para pensar” e exigir justificativa da nota elevou
sistematicamente o desempenho, com o GPT-4 superando o GPT-3.5 quando guiado por
prompts bem estruturados. Em estudo semelhante, Chang e Ginter (2024) mostraram
que, no ChatGPT, a inclusao de um exemplo esperado, aliado a instrugoes claras de
formato, aumentou a concordancia com avaliadores humanos em finlandés, superando a
configuragao zero-shot. Em conjunto, esses achados evidenciam que componentes como
exemplos, instrugoes precisas e raciocinio explicito.

Vale notar, por fim, consideragoes especificas sobre a lingua portuguesa na en-
genharia de prompt. Como muitos LLMs foram treinados predominantemente em inglés,
a efetividade dos prompts em portugués depende nao s6 das técnicas mencionadas, mas
também de ajustes linguisticos (FREITAG; GOIS, 2024). Pesquisas recentes supriram a
falta de estudos focados nesse contexto, onde forneceram diretrizes valiosas para elaborar
prompts eficazes em portugués brasileiro, demonstrando na pratica quais componentes
do prompt mais contribuem para melhorar a acuracia da correcao automatica no idioma

(MELLO et al., 2025).

2.4 CORRECAO AUTOMATICA DE RESPOSTAS CURTAS

A Corregao Automética de Respostas Curtas (ASAG, do inglés Automatic Short
Answer Grading) consiste em utilizar métodos de PLN e inteligéncia artificial para avaliar
respostas discursivas breves de estudantes de forma automética (BURROWS; GUREVYCH;
STEIN, 2015). Historicamente, solugoes tradicionais de ASAG utilizam técnicas como
comparacao de similaridade textual, analise de bag-of-words ou técnicas de PLN para
extrair termos-chave e padroes de linguagem (RIPMIATIN; PURNAMASARI; RATNA,
2024).

Ao longo das ultimas décadas, diversas abordagens técnicas foram desenvolvidas
para viabilizar o ASAG. Métodos baseados em similaridade textual e seméantica foram
pioneiros. Por exemplo, Mohler e Mihalcea (2009) exploraram medidas de similaridade
semantica (usando recursos como WordNet e LSA) para comparar a resposta do aluno
com a resposta de referéncia, alcancando correlacao de 0,50 entre o sistema e o humano,
em comparagao a 0,64 de concordancia entre dois humanos.

Com o avanco do aprendizado profundo, o campo de ASAG passou por uma evolu-
¢ao significativa. Modelos de word embeddings e redes neurais passaram a ser empregados
para capturar melhor o contexto e o significado das respostas de estudantes (AHMED;
JOORABCHI; HAYES, 2022). Diversos estudos exploraram arquiteturas de redes neurais
para ASAG. Camus e Filighera (2020) investigaram o uso de transformadores utilizando o
modelo BERT para pontuagao automadtica, enquanto Sung, Dhamecha e Mukhi (2019)
reportaram melhorias no desempenho de tarefas de ASAG ao pré-treinar modelos do tipo
transformer em dados educacionais.
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Além dos desafios que a propria tarefa de ASAG apresenta, outro ponto notorio é
a escassez de pesquisas sobre sua aplicagao e teste no contexto do portugués brasileiro
(GALHARDI; SOUZA; BRANCHER, 2020). A grande parte dos estudos e do desenvol-
vimento na drea de ASAG concentra-se no idioma inglés (BURROWS; GUREVYCH;
STEIN, 2015). Como resultado, hd menos conjuntos de dados prontos e disponiveis em
portugués, menos modelos de linguagem treinados para os detalhes especificos da educagao
no Brasil e poucos estudos que tratem das caracteristicas préprias da lingua (GALHARDI
et al., 2018).

2.5 QUESTOES DE PESQUISA

A investigacao proposta articula um conjunto de questoes de pesquisa que visam
compreender, de maneira sistematica, como diferentes fatores — arquiteturas de modelos,
engenharia de prompt e caracteristicas textuais das respostas — influenciam o desempenho
de LLMs na tarefa de avaliacdo automética de respostas curtas (ASAG) em portugués
brasileiro. Embora trabalhos recentes comparem modelos como GPT-3.5, GPT-4 e versoes
open-source em multiplos idiomas (CHANG; GINTER, 2024), ainda s@o escassas as anélises
centradas especificamente no portugués brasileiro, e as existentes permanecem limitadas
principalmente aos modelos da familia GPT (MELLO et al., 2024). Essa lacuna indica a
necessidade de ampliar a investigacao para modelos com arquiteturas distintas, incluindo
aqueles treinados nativamente em portugués, bem como de compreender como aspectos
textuais das respostas e componentes do prompt influenciam o desempenho dos sistemas.
Nesse contexto, foram formuladas as seguintes Questoes de Pesquisa (QPs):
QP1: Qual € o desempenho de diferentes modelos de LLMs no contexto de ASAG para o
portugués brasileiro?

QP2: Quao suscetiveis esses modelos sao a geracao de alucinacoes durante a tarefa de
ASAGY?

QP3: Quais componentes especificos do design de prompt podem aumentar a efetividade
de LLMs quando aplicados a ASAG?

QP4: Como caracteristicas textuais influenciam o desempenho de LLMs na ASAG?

No presente estudo, o Experimento 1 aborda diretamente as QPs 1, 2 e 3, ao
comparar modelos com diferentes tamanhos e arquiteturas em um cenério controlado
de atribuicao de notas a respostas dissertativas curtas em portugués brasileiro. A partir
desses resultados, buscou-se estabelecer evidéncias empiricas que fundamentem recomen-
dacoes tanto de modelos quanto de estratégias de prompting adequadas para aplicacoes
educacionais de ASAG.

Enquanto o Experimento 2 aborda a QP4, concentrando-se na relagao entre as
propriedades textuais das respostas estudantis e a precisao das avaliacoes automaticas
realizadas pelos modelos. Nesta etapa, o foco desloca-se da comparacao entre arquiteturas
e estratégias de prompt para a andlise da prépria resposta.



3 METODOLOGIA

Este trabalho segue a metodologia apresentada por Mello et al. (2024) para
examinar, de forma sistemdtica, o impacto de componentes de engenharia de prompt na
tarefa de ASAG em portugués brasileiro. Porém, esta pesquisa se difere ao analisar nao
somente os elementos de engenharia de prompt em modelos GPT, como também comparar
o desempenho de diferentes modelos de LLM, incluindo modelo treinado para o portugueés.

Com base nisso, este capitulo apresenta o conjunto de dados utilizado para
responder as questoes de pesquisa, aplicando o contexto da lingua portuguesa. Em seguida,
com base na revisao da literatura, foram levantados os componentes relevantes na construgao
de prompts que serao analisados nesta pesquisa, seguidos pelos modelos escolhidos para
a aplicacao do experimento. Por fim, serao apresentados como os resultados devem ser
avaliados.

3.1 DATASET

O conjunto de dados utilizado neste estudo, denominado PT_ASAG, foi proposto
por Galhardi, Souza e Brancher (2020). Ele é composto por 7.473 respostas textuais curtas
fornecidas por 659 estudantes em resposta a 15 questoes de Biologia, todas formuladas em
portugueés brasileiro. Neste conjunto, 14 estudantes de graduacao em Biologia avaliaram as
respostas utilizando uma escala predefinida. Cada resposta foi avaliada por pelo menos dois
estudantes, alcancando um indice de concordancia entre os avaliadores de 0.43 segundo a
estatistica kappa de Cohen (MELLO et al., 2025).

Assim como em Mello et al. (2024), foram aplicados aproximadamente 30%
do volume de dados original, correspondendo a cerca de 2.641 respostas (Tabela 1).
Esse subconjunto foi selecionado de forma aleatodria, garantindo que todas as questoes
permanecessem representadas e reduzindo potenciais vieses de selecao. Tal abordagem teve
como objetivo otimizar a viabilidade computacional para andlises exploratérias e testes
intensivos de engenharia de prompts, ao mesmo tempo que assegurou representatividade
suficiente para inferir sobre o desempenho dos modelos na tarefa proposta.

Tabela 1 — Estatisticas do conjunto de dados utilizado

Dados totais Dados usados

Questoes 15 15
Respostas 7.473 2.641

3.2 MODELOS DE LLM

Para investigar o desempenho da Correcao Automatica de Respostas Curtas
em portugués, foram selecionados trés LLMs cujos perfis se complementam tanto em
arquitetura quanto em contexto de uso:

e GPT.40-mini-2024-07-18 (OpenAl)!, escolhido por j& possuir estudos prévios aplica-
dos a ASAG, o que viabiliza comparacoes diretas com a literatura. A variante mini

L <https://platform.openai.com/>
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mantém o nicleo de raciocinio avancado do GPT-40 completo, incluindo atencao a
multiplas modalidades e janela de contexto estendida, porém a um custo computa-
cional mais baixo, fator importante para experimentos repetidos (BROWN et al.,
2020).

e Sabiazinho-3 (Maritaca AI)?, representa a vertente nacional, por ser um modelo
treinado e afinado em bases predominantemente em portugués brasileiro. Tal especi-
alizagao tende a captar nuances linguisticas e culturais que impactam a atribuicao
de notas em respostas escritas em portugues, além de oferecer menor custo por token
(ABONIZIO et al., 2025b).

e Gemini 2.0-Flash (Google DeepMind)?, incluido como contraponto leve (flash) para
escalonar testes em larga escala. Embora tenha menos recursos multimodais, ele
combina janela de contexto ampla com inferéncia rapida e economica, facilitando a
execugao de centenas de prompts em paralelo (IMRAN; ALMUSHARRAF, 2024).

Todas as requisi¢oes foram realizadas via API, mantendo o parametro temperature
= 0,0, com exce¢ao do sabiazinho-3 que foram mantidos os parametros como recomendados
na documentagao. A temperatura é um parametro que controla o nivel de aleatoriedade
na geragao das respostas: valores proximos de 0 tornam o modelo mais deterministico
e previsivel, enquanto valores mais altos favorecem diversidade, criatividade e variagao
nas saidas. Como o objetivo neste estudo era obter apenas a nota atribuida de forma
consistente, optou-se por manter temperature = 0,0 nos modelos que permitem ajustes
diretos, reduzindo o risco de variagao indesejada entre execugoes.

Tabela 2 — Parametros de inferéncia empregados em cada LLM

Modelo Temperatura Max. Tokens
GPT-40-mini 0,0 5
Sabiazinho-3 0,9 5
Gemini 2.0-Flash 0,0 5

3.3 ENGENHARIA DE PROMPT

Para investigar de forma sistematica o efeito da engenharia de prompt no de-
sempenho dos LLMs em tarefas de correcao automatica de respostas curtas, adotamos
uma abordagem baseada em composigao-decomposi¢ao modular dos prompts (MELLO
et al., 2025). Foram aderidos também as medidas e préticas recomendadas na literatura
(WHITE et al., 2023). Primeiramente, foram definidos dois elementos fixos presentes em
todas as instrugoes: (i) a Instrugao, que descreve a escala de avaliagao e o objetivo da
tarefa, e (ii) o Formato de Saida, que determina que o modelo devolva somente a nota
final (GIRAY, 2023). Outras estratégias incluem permitir que o modelo “pense” antes
de responder (KHOT et al., 2023); atribuir ao modelo um papel ou persona especifica
para orientar sua geragao de texto; apresentar exemplos de interagdes corretas (few-shot),
fornecer informagoes adicionais ou contexto suplementar (WEI et al., 2022), entre outras
abordagens.

Para determinar a configuracao de prompt mais eficaz para cada modelo, foram
geradas e testadas todas as 128 (27) combinagoes possiveis, resultantes da inclusio ou

2 <https://plataforma.maritaca.ai/>

3 <https://ai.google.dev/>
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Tabela 3 — Descricao dos componentes de prompt

Componentes Texto em portugueés

instrucao Avalie a resposta dos alunos numa escala de 0 (comple-
tamente errado) a 3 (resposta perfeita).

contexto Voce esta corrigindo uma atividade do ensino médio.

papel Assuma o papel de um professor de ensino médio.

tempo para pensar Pense passo a passo.

passo a passo Siga os seguintes passos: 1. formule a sua resposta para

a pergunta. 2. verifique se todos os itens relevantes que
voce identificou estao na resposta do aluno. 3. elabore
um racional para justificar a qualidade da resposta do
aluno. 4. Compare a sua resposta e o seu racional com a
do aluno para dar a nota final.

few-shot Utilize o exemplo abaixo de resposta correta na sua
correcao Questao: question_instructor Resposta:
answer_instructor.

rubrica A nota final deve avaliar se o conteudo foi respondido na
sua correcao.

justificativa Raciocine sobre a justificativa para sua avaliagao expli-
cando suas decisoes para a nota final.

saida O resultado deve ser apenas a nota final: 0, 1, 2 ou 3.

exclusao de cada um dos sete componentes. Cada combinac¢ao formou um prompt final
distinto, que foi entao utilizado para instruir os LLMs a avaliar as respostas curtas do
conjunto de dados.

3.4 AVALIACAO

A validacao dos modelos foi estruturada por meio de trés métricas complemen-
tares: o Coeficiente de Concordancia de Cohen (k), o Erro Médio Absoluto (MAE) e
o Erro Quadratico Médio (RMSE). Essa combinacao permite uma andlise balanceada,
contemplando tanto a consisténcia qualitativa (acordo) quanto a precisdo quantitativa
(erro).

O k quantifica o grau de concordancia entre as notas geradas pelos modelos e
aquelas atribuidas por avaliadores humanos, ajustando o acordo pela chance aleatoéria e
oferecendo uma medida robusta de confiabilidade (FLEISS; COHEN; EVERITT, 1969). O
MAE expressa a discrepancia média absoluta entre a nota prevista e a nota de referéncia,
fornecendo uma interpretagao direta do erro médio (ZHAO et al., 2017). J4 o RMSE
enfatiza erros maiores ao elevar ao quadrado as diferencas individuais, sendo 1til para
identificar o impacto de desvios extremos no desempenho do modelo (ZHAO et al., 2017).

Além dessas métricas principais, as analises do Experimento 2 utilizaram o erro
médio simples como indicador complementar para investigar a relacao entre o desempenho
dos LLMs e caracteristicas textuais das respostas, como extensao, riqueza lexical e presenca
de palavras-chave.
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4 EXPERIMENTO 1: APLICACAO DOS MODELOS

Esta secao pretende analisar de forma sistematica o desempenho de diferentes
Modelos de Linguagem de Grande Escala na tarefa de Correcao Automatica de Respostas
Curtas em portugués brasileiro. Para isso, foram aplicadas técnicas de engenharia de prompt
que permitiram nao apenas avaliar a eficicia dos modelos em reproduzir julgamentos
humanos, mas também identificar os componentes de prompt que mais impactam a
qualidade das avaliagoes. Além da comparacao entre distintas arquiteturas de LLMs,
buscou-se investigar sua suscetibilidade a geracao de alucinagoes e sua capacidade de
oferecer resultados consistentes em métricas qualitativas e quantitativas. Dessa forma, este
experimento estabelece a base para compreender como diferentes estratégias de prompting
podem otimizar o uso de LLMs no contexto educacional brasileiro.

4.1 METRICAS DO EXPERIMENTO

Para responder as questoes de pesquisa 1 e 3, aplicaram-se as trés métricas de
maneira independente a cada modelo e configuracao de prompt remanescente, permitindo
comparar nao somente o desempenho absoluto dos modelos, mas também aprofundar a
andlise de impactos individuais de cada elemento de prompting. Assim, foi elaborado um
ranking dos componentes dos prompts. Nesse processo, cada combinagao dos componentes
foi avaliada isoladamente pelo nivel de k, MAE e RMSE. A partir dessas combinagoes,
definiram-se trés faixas de relevancia: Top-5, Top-10 e Top-20. Com isso, foi possivel
identificar tendéncias entre os componentes mais prevalentes nos elementos de prompts de
maior pontuagao.

Para responder a QP2, foi avaliado quantas vezes as arquiteturas de LLM apresen-
taram a geracao de texto nao-numérico em resposta aos prompts que deveriam produzir
somente uma nota (RAWTE; SHETH; DAS, 2023; XU; JAIN; KANKANHALLI, 2025),
caracterizando as alucinagoes neste caso. Para assegurar a relevancia estatistica das métri-
cas, estabeleceu-se como critério de condigao que cada configuragao de prompt admitisse
no méaximo 25% de alucinacoes. A adocao do corte em 25% mantém o poder estatistico
suficiente, preservando pelo menos trés quartos das respostas em cada condicao experi-
mental para cdlculos confiaveis do k, MAE e RMSE (WARNEKE et al., 2025). Dessa
forma, equilibra-se a necessidade de representatividade e a integridade dos resultados,
impedindo que falhas de interpretacao isoladas comprometam as conclusoes sobre a eficacia
das diferentes estratégias de engenharia de prompt.

4.2 RESULTADOS

4.2.1 QP1: EM QUE MEDIDAS E COMO DESEMPENHAM OS DISTINTOS MO-
DELOS DE LLMS NO CONTEXTO DE ASAG?

Entre os prompts em que os modelos alcancaram maior concordancia categorica
com o avaliador humano, o sabiazinho-3 destacou-se (4). Alcancando um x médio de 0,50,
variando de 0,49 a 0,50, sabiazinho-3 foi superior aos demais. Esse valor indica que, sob
condicoes ideais de prompt, ele é o modelo que mais se alinha as decisoes humanas. Embora
nao lidere no MAE e RMSE o sabiazinho-3, ainda possui a melhor média de MAE 0,49,
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variando de 0,38 a 0,40, sugerindo que, além de classificar corretamente a maioria das
categorias, quando erra, o desvio tende a ser menos acentuado.

Tabela 4 — Desempenho de diferentes combinacoes de componentes de prompt

Componentes do Prompt Modelo k MAE RMSE
few-shot + justificativa sabiazinho-3 0,50 0,38 0,71
few-shot + rubrica + justificativa sabiazinho-3 0,50 0,38 0,71
contexto + few-shot + rubrica sabiazinho-3 0,49 0,40 0,75
papel + tempo para pensar + few-shot sabiazinho-3 0,49 0,39 0,71
+ rubrica + justificativa

contexto + papel + few-shot + rubrica sabiazinho-3 0,49 0,39 0,72
tempo para pensar + passo a passo + GPT4o 0,41 0,50 0,86
few-shot + rubrica

tempo para pensar + passo a passo + GPT4o 0,39 0,49 0,86
few-shot + rubrica + justificativa

contexto + tempo para pensar + passo GPT4o 0,38 0,54 0,93
a passo + few-shot + rubrica

tempo para pensar + passo a passo + GPT4o 0,37 0,51 0,89
few-shot + justificativa

papel + tempo para pensar + passo a GPT4o 0,37 0,57 0,98
passo + few-shot + rubrica

contexto + papel + rubrica Gemini2.0-Flash 0,49 0,37 0,68
contexto + rubrica Gemini2.0-Flash 0,49 0,37 0,68
rubrica Gemini2.0-Flash 0,48 0,41 0,73
contexto + passo a passo + few-shot + Gemini2.0-Flash 0,46 0,45 0,83
rubrica

papel + rubrica Gemini2.0-Flash 0,46 0,41 0,72

Por sua vez, o Gemini 2.0-Flash aproxima-se do desempenho do sabiazinho-3,
alcancando k = 0,49 com somente “contexto + rubrica” ou “contexto + papel + rubrica”,
porém com ligeiro ganho em precisao numérica (MAE = 0,37; RMSE = 0,68) frente ao
modelo em portugués brasileiro. Por fim, o GPT-40-mini figura agora na terceira posicao,
com x variando de 0,37 a 0,41. Seus melhores resultados surgem quando combinamos
raciocinio guiado (“tempo para pensar + passo a passo”’) a exemplos few-shot e rubrica.

4.2.2 QP2: QUAO SUSCETIVEIS ESSES MESMOS MODELOS SAO A GERACAO
DE ALUCINACOES DURANTE A TAREFA DE ASAG?

A Tabela 5 revela um quadro do nivel de alucinacao de cada LLM na tarefa
de ASAG. O GPT-4o-mini se destaca por quase nao apresentar alucinacoes, produzindo
em média 0,76% de linhas alucinatérias por configuracao de prompt. Assim, nenhuma
configuragao precisou ser descartada. O sabiazinho-3, embora apresente uma média de
alucinagao maior por prompt (8,30%), ainda opera confortavelmente abaixo do limite de
25% adotado como corte neste estudo. J4 o Gemini 2.0-Flash destaca-se negativamente,
alucinado em média quase metade das linhas (48,5%) operando muito acima do limite
estipulado, assim, exigindo a exclusao de 76 linhas que superaram este limite. Entre as
linhas descartadas, observamos trechos como “Vamos analisar...”, “Analisando...” ou
“Para aval...”, saidas discursivas que fogem inteiramente do formato numérico esperado e
ilustram como respostas verbosas que contaminam a métrica. Esses resultados sugerem
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que, ao menos para este experimento, versoes “flash” que priorizam laténcia e economia de
tokens podem sacrificar a fidelidade das respostas.

Tabela 5 — Média de alucinagoes (MA) e quantidade de configuragoes de prompt (QC)
removidas dos experimentos para cada modelo.

Modelo MA QC
GPT40-mini 0,76% 0
sabiazinho-3 8.30% 17

Gemini 2.0-Flash 48.50% 76

4.2.3 QP3: QUAIS COMPONENTES ESPECIFICOS DO DESIGN DE PROMPT
PODEMD AUMENTAR A EFETIVIDADE DE LLMS QUANDO APLICADOS
A ASAG

A Tabela 6 contabiliza quantas vezes cada componente aparece entre os Top-5,
Top-10 e Top-20 prompts de maior x para cada modelo. Destaca-se que few-shot esta
presente em quase todas as ocorréncias dos trés modelos, configuragoes que explicitam os
critérios de avaliagao por meio da rubrica encontram-se de maneira predominante entre os
Top-10 de cada modelo. O padrao passo a passo destaca-se no GPT-4o-mini (13 ocorréncias
no Top-20) mas é marginal no Gemini 2.0-Flash, enquanto nao aparece no sabiazinho-3.
Em contraste, o componente papel, concebido para situar o modelo em uma determinada
persona, manifesta impacto marginal na maior parte dos cenarios.

Tabela 6 — Contagem de ocorréncia de componentes nos Top-5 (T5), Top-10 (T10) e
Top-20 (T20) para cada modelo.

Componente GPT40-mini Gemini2.0-flash  sabiazinho-3
T5 T10 T20 T5 Ti10 T20 T5 T10 T20
contexto 1 4 9 3 ) 10 2 4 12
few-shot 5 10 19 1 3 13 5 10 20
passo a passo 5 6 13 1 1 3 0 0 0
rubrica 4 9 18 5 8 14 4 9 14
justificativa 3 3 7 0 0 2 3 5 9
papel 1 2 7 2 4 5) 2 5} 9
tempo para pensar 5 8 14 0 1 5) 1 2 8

4.3 DISCUSSAO

Os resultados obtidos neste experimento elucidam dois eixos centrais: (i) a rele-
vancia de como se formula o prompt para tarefas de ASAG e (ii) o comportamento de
diferentes arquiteturas de LLM diante de métricas distintas de avaliacao.

Os achados deste experimento destacam, a importancia critica da engenharia de
prompt para o desempenho de LLMs em tarefas de ASAG. A analise da frequéncia dos
componentes nos prompts mais eficazes (Tabela 6) revela que a combinagao de few-shot
e rubrica se estabelece como fator determinante para maximizar a concordancia com
avaliadores humanos. Esses elementos fornecem, respectivamente, exemplos concretos de
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respostas corretamente avaliadas e um guia normativo explicito dos critérios de correcao.
O few-shot circunscreve o espaco de possiveis rétulos, e ao explicitar os requisitos de cada
categoria de nota, a rubrica ancora o raciocinio do LLM em expectativas objetivas, limitando
interpretacoes subjetivas (CARPENTER et al., 2024). Em contraste, o componente papel
mostrou impacto marginal em quase todas as configuracoes, sugerindo que personificagoes
isoladas nao sao suficientes para melhorar a qualidade de correcao quando nao apoiadas
por instrugoes e critérios claros.

Do ponto de vista comparativo entre modelos (QP1), o sabiazinho-3 exibiu o maior
x médio de 0,49 (méximo de 0,50) e em média a menor dispersao de notas, indicando elevada
consisténcia categorica e baixa propensao a erros extremos. Esse comportamento ratifica a
hipétese de que o modelo ser treinado para portugués brasileiro confere vantagens decisivas
em tarefas ligadas a texto académico na lingua portuguesa, ainda que o modelo opere com
menos parametros do que seus concorrentes globais (ABONIZIO et al., 2025a). O Gemini
2.0-Flash, por sua vez, atingiu os melhores valores médios de MAE, aproximadamente 0,37,
sinalizando boa precisao absoluta, mas oscilou mais em x. J&4 o GPT-40-mini manteve
desempenho intermediario em ambas as métricas. Por outro lado, o destaque ao GPT-40
reside em sua robustez contra alucinacoes comparado ao sabiazinho-3 e, principalmente,
Gemini.

Nesse contexto, este experimento converge com a literatura ao expandir trabalhos
anteriores, reafirmando que a combinacao de exemplos few-shot e instrugoes explicitas
de rubrica constitui o nicleo das estratégias de engenharia de prompt mais eficazes para
ASAG (MELLO et al., 2024). Nossa investigacdo demonstra que essa abordagem dupla
maximiza a concordancia com avaliadores humanos. Nossos melhores resultados, obtidos
com o modelo sabiazinho-3, apresentaram um coeficiente x de 0,49 valor compativel
com os resultados da literatura no conjunto de dados PT_ASAG (GALHARDI; SOUZA,;
BRANCHER, 2020), que também reporta um x médio de 0,49. Por outro lado, nossos
melhores desempenhos em MAE, alcan¢ados com o sabiazinho-3 e Gemini 2.0-Flash (MAE
médio de 0,38 e 0,40, respectivamente), superam resultados de trabalhos recentes que
utilizam modelos classicos, como variantes de TF-IDF, que obtéem um MAE médio de 0,42
(MELLO et al., 2025). Além disso, os resultados indicam que variagoes de prompting como
passo a passo ou time-to-think apresentam impacto dependente da arquitetura do modelo
e do idioma (MELLO et al., 2024).

A taxa de alucinagao emerge, portanto, como indicador estruturante de confia-
bilidade nos fluxos de correcao automdtica em larga escala. O GPT-40-mini apresenta
média de 0,76% de linhas alucinatérias por prompt, sem cortes, evidenciando que modelos
de maior porte, embora mais onerosos, oferecem uma base textual segura e minimizam
o pos-processamento. O Sabidzinho exibe média de 8,30% (17 combinagdes descartadas),
permanecendo abaixo do limiar de 25% definido neste estudo; isso indica um bom equili-
brio entre custo e precisao, desde que mecanismos simples de validacao bloqueiem casos
pontuais. Em contraste, o Gemini 2.0-Flash alcanca 48,50% de alucinagoes (76 linhas
removidas), inviabilizando uma automagao integral, pois quase metade das saidas exigiria
filtragem intensa antes da anélise estatistica.
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5 EXPERIMENTO 2: ANALISE DESCRITIVA

Nesta secao, sao apresentados os resultados obtidos a partir da analise do desempe-
nho dos modelos de linguagem em funcao das caracteristicas das respostas dos estudantes.
O objetivo foi identificar como atributos especificos do perfil das respostas, como extensao
textual, riqueza lexical, presenga de palavras-chave e similaridade em relagao ao gabarito,
influenciam a qualidade das notas atribuidas pelos modelos.

5.1 METRICAS DO EXPERIMENTO

O Experimento 2 teve como objetivo investigar como diferentes caracteristicas
textuais das respostas — tais como riqueza lexical (TTR), extensdo (nimero de palavras),
presenca de palavras-chave e similaridade com o gabarito — influenciam o desempenho dos
modelos de linguagem. Diferentemente das métricas globais do estudo (Cohen’s k, MAE
e RMSE), empregadas para avaliar a concordancia estrutural entre modelos e humanos,
aqui adotamos métricas descritivas locais, adequadas para analisar o comportamento dos
modelos em subgrupos especificos do conjunto de respostas.

A métrica central utilizada foi o erro médio simples, calculado como a diferenca
absoluta entre a nota atribuida pelo modelo e a nota de referéncia para cada resposta.
Esse indicador permite identificar tendéncias de desempenho associadas a diferentes perfis
textuais, funcionando como uma medida sensivel a variacoes dentro de cada faixa analisada.
Sua simplicidade facilita comparacoes entre modelos e entre categorias de respostas,
tornando-o apropriado para analises exploratorias.

Além do erro médio, foram utilizadas também distribuicoes de erro em forma
de boxplots, permitindo observar variabilidade, dispersao e presenca de valores atipicos
dentro de cada faixa de caracteristica textual. Essa abordagem complementa o erro
médio ao revelar nao somente o valor tipico do erro, mas também sua estabilidade, aspecto
fundamental para compreender a robustez dos modelos frente a diferentes tipos de producao
escrita.

GPT40-mini Gemini2.0-Flash Sabiazinho
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Tabela 7 — Erro médio por faixa de TTR para cada modelo

Modelo Baixo Médio Alta
GPT40-mini 1.17  2.05 1.17
sabiazinho-3 0.17 0.78 0.48

Gemini 2.0-Flash 0.44 0.68 0.52

GPT40-mini Gemini2.0-Flash Sabiazinho
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Figura 2 — Erro médio por faixa de nimero de palavras

5.2 QP4: COMO CARACTERISTICAS TEXTUAIS INFLUENCIAM O DESEMPE-
NHO DE LLMS PARA A ASAG

A Figura 1 e a Tabela 7 evidenciam diferencas importantes no impacto da riqueza
lexical sobre o desempenho dos modelos. O GPT-40-mini apresentou o maior erro médio
na faixa de TTR médio (2,05), acompanhado de grande dispersao, indicando sensibilidade
a respostas com diversidade vocabular intermediaria. O Sabiazinho-3, embora tenha
alcangado o melhor desempenho absoluto em TTR baixo (0,17), também apresentou
aumento expressivo do erro em TTR médio (0,78), sugerindo que respostas mais elaboradas,
mas sem uso consistente de palavras-chave, representam um desafio. Ja o Gemini 2.0-Flash
demonstrou maior estabilidade entre as faixas, com erros proximos em todos os niveis
(0,44, 0,68 e 0,52), confirmando sua robustez diante de diferentes perfis lexicais.

Comparativamente, é notorio que os modelos apresentaram maior dificuldade
na faixa de TTR médio, confirmando que respostas com diversidade lexical moderada
tendem a ser mais ambiguas para a avaliacao. O GPT-4o-mini destacou-se negativamente
pela instabilidade e altos erros nessa categoria, enquanto o Gemini 2.0-Flash demonstrou
maior robustez, mantendo erros relativamente estaveis entre as faixas. Ja o Sabiazinho-3
apresentou os menores erros absolutos, sobretudo em respostas de TTR baixo, confirmando
sua adequacao ao portugués brasileiro. Esses resultados indicam que o perfil lexical da
resposta é um fator determinante no desempenho dos modelos, e que arquiteturas distintas
apresentam sensibilidades diferentes a essa caracteristica.

A Figura 2 apresenta graficos do erro médio por faixa de niimero de palavras para
cada um dos modelos analisados. Nessa figura é evidente que os modelos apresentaram
maior discrepancia em respostas intermediarias (21-50 palavras) sugerindo que, nesse
intervalo, ¢ importante investigar de maneira mais detida a necessidade, ou nao, de ajustes
nos modelos, no sentido de mitigar tal situagdo. Em contrapartida, respostas curtas (até
20 palavras) foram mais bem avaliadas, especialmente pelo Sabiazinho-3, que obteve o
menor erro médio nessa faixa. Ja em respostas longas, observou-se reducao do erro em
relacao ao grupo intermediario, indicando que a presenca de mais detalhes textuais auxilia
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GPT40-mini Gemini2.0-Flash Sabiazinho
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Figura 3 — Distribuicao do erro médio por faixa de palavra-chave

os modelos na aproximacao da nota atribuida por avaliadores humanos.

A andlise da influéncia da presenga de palavras-chave (3) revelou que a quantidade
desses termos nao impactou de maneira significativa o erro médio do GPT-40-mini e do
Gemini 2.0-Flash, cujas distribui¢coes permaneceram estaveis em todas as faixas avaliadas.
Por outro lado, o Sabiazinho-3 apresentou comportamento distinto: em respostas sem
ocorréncia de palavras-chave, obteve mediana de erro proxima a zero, mas com maior
dispersao, enquanto nas demais categorias o erro médio se elevou consistentemente. Es-
ses resultados sugerem que, enquanto modelos globais tendem a apoiar-se em aspectos
semanticos mais amplos, o modelo nativo em portugués demonstra maior sensibilidade a
presenca ou ausencia de termos-chave, o que pode tanto favorecer a precisao em respostas
objetivas quanto gerar instabilidade em produg¢oes mais complexas.

5.3 DISCUSSAO

Os resultados do Experimento 2 evidenciam que caracteristicas textuais das
respostas influenciam de maneira significativa o desempenho dos modelos na tarefa de
ASAG. A riqueza lexical (TTR) revelou-se especialmente determinante: todos os modelos
apresentaram maior dificuldade na faixa intermediaria, indicando que respostas com
diversidade lexical moderada tendem a ser mais ambiguas e menos alinhadas ao gabarito.
O GPT-40-mini foi o mais sensivel a essa faixa, enquanto o Gemini 2.0-Flash mostrou maior
estabilidade. O Sabiazinho-3 teve excelente desempenho em TTR baixo, coerente com seu
ajuste ao portugues brasileiro, mas apresentou aumento de erro conforme a complexidade
lexical cresceu.

A andlise do nimero de palavras reforca esse padrao. Respostas curtas foram
avaliadas com maior precisao, enquanto respostas intermedidrias (21-50 palavras) geraram
maior erro médio, sugerindo um “ponto critico” onde a resposta inclui informacoes irrelevan-
tes, mas nao detalha suficientemente a ideia central. Nas respostas longas, o erro diminuiu,
indicando que maior densidade semantica ajuda os modelos a identificar elementos rele-
vantes. Ja a presenca de palavras-chave afetou os modelos desigualmente: GPT-40-mini
e Gemini 2.0-Flash mantiveram estabilidade, enquanto o Sabiazinho-3 mostrou maior
variabilidade em respostas mais complexas.

Integradamente, os achados indicam que o perfil textual da resposta é um fator
estrutural para o desempenho dos LLMs. Embora todos reproduzam tendéncias gerais de
avaliacao, suas limitacoes reforcam a necessidade de estratégias que reduzam a influéncia
de variacoes estilisticas como ajustes de prompt ou validacao semantica para garantir
avaliagoes mais consistentes em contextos pedagdgicos reais.
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6.1 LIMITACOES

Embora os resultados deste estudo oferecam evidéncias promissoras sobre o uso de
LLMs para ASAG em portugués brasileiro, algumas limitacoes precisam ser consideradas
para uma interpretacao adequada dos achados. A primeira delas diz respeito ao uso de
aproximadamente 30% do conjunto original de dados, uma amostra selecionada de forma
aleatoria para viabilizar os experimentos em termos de tempo e custo computacional.
Apesar de esse subconjunto superar em escala diversos estudos da literatura, ele permanece
restrito ao dominio de Biologia do ensino médio, limitando a generalizacao dos resultados
para outras areas do conhecimento, faixas etarias ou estilos de escrita.

Outra limitacao importante envolve a incidéncia de alucinagoes nos modelos.
Em certas combinacoes de prompts, observamos taxas superiores a 25%, um fenémeno
abundantemente relatado na literatura como uma limitacao estrutural dos LLMs (XU;
JAIN; KANKANHALLI, 2025). Embora o critério de corte adotado tenha mitigado a
influéncia desses casos nas métricas globais, a presenca de alucinacoes coloca em evidéncia a
fragilidade dos modelos em cenarios que exigem precisao e consisténcia. Tal comportamento
pode comprometer a confiabilidade de sistemas automatizados de avaliacao, especialmente
quando usados sem supervisao humana.

Além disso, o presente estudo utilizou prompts essencialmente estaticos: cada LLM
recebe a pergunta e devolve uma nota sem qualquer iteracao adicional. Esse formato, embora
adequado para fins de benchmarking, nao captura a natureza dinamica da pratica docente,
em que hé espaco para argumentacao, explicacao e revisao. Em ambientes educacionais
reais, estudantes tendem a justificar suas respostas ou reformulé-las apos feedback, e essas
interacoes podem influenciar diretamente a avaliacao. A auséncia dessa dimensao limita o
realismo dos experimentos.

Por fim, a analise nao contemplou diferengas internas entre perguntas, como niveis
de dificuldade, granularidade conceitual ou ambiguidades linguisticas. Embora o dataset
inclua multiplos itens avaliativos, o estudo tratou todas as questoes como equivalentes,
o que pode ocultar variagoes importantes no desempenho dos LLMs conforme o tipo de
habilidade cognitiva exigida.

6.2 TRABALHOS FUTUROS

Diante das limitacoes observadas, diversas oportunidades de investigacao se apre-
sentam para ampliar a compreensao sobre o uso de LLMs em ASAG no contexto do
portugués brasileiro. Um primeiro caminho consiste em expandir o escopo dos dados
utilizados, incorporando disciplinas adicionais, como Lingua Portuguesa, Matemética e
Ciéncias Humanas, bem como diferentes niveis de ensino. Essa ampliacao permitiria testar
a robustez dos modelos frente a variadas formas de expressao escrita e diferentes graus de
complexidade conceitual.

Outra direcao promissora envolve o aprofundamento do estudo das alucinagoes.
Pesquisas futuras podem explorar a eficacia de estratégias como ajustes finos de parametros
de inferéncia, prompt engineering mais sofisticado, filtros automaticos de validagao seman-
tica e abordagens hibridas que combinem modelos generativos com heuristicas linguisticas
ou modelos discriminativos. Tais solu¢oes podem reduzir significativamente a incidéncia de



Capitulo 6. CONSIDERACOES FINAIS 20

respostas incorretas ou desconexas, aumentando a confiabilidade do sistema para aplicagoes
educacionais.

Também se mostra relevante investigar cenarios avaliativos mais interativos. Mo-
delos multi-turn, em que o LLM revisa sua nota apods explicagoes ou contra-argumentos do
aluno, aproximam-se mais de praticas reais e podem oferecer avaliagoes mais transparentes
e formativas. Esses experimentos abririam espaco para estudar como LLMs lidam com
justificativas, raciocinio metacognitivo e instrugoes de refinamento, fatores essenciais em
contextos pedagogicos.

Por fim, ha potencial para comparar a engenharia de prompt com abordagens
supervisionadas ou semissupervisionadas, como fine-tuning em corpora especificos de
avaliagao escolar ou pipelines de Recuperagao Aumentada por Geragao (RAG). Esses
métodos podem melhorar a consisténcia das notas atribuidas, reduzir alucinagoes e adaptar
o comportamento dos modelos as particularidades da escrita estudantil brasileira. Explorar
essas alternativas permitira delinear caminhos mais sélidos para sistemas de ASAG que
sejam confiaveis, transparentes e adequados ao uso pedagogico.

6.3 CONCLUSAO

Este trabalho investigou de forma sistematica o desempenho de Modelos de
Linguagem de Grande Escala na tarefa de Correcao Automatica de Respostas Curtas
em portugués brasileiro, com foco na influéncia da engenharia de prompt, da arquitetura
dos modelos e das caracteristicas textuais das respostas. Os resultados obtidos permitem
responder de maneira consistente as quatro Questoes de Pesquisa propostas, além de
oferecer contribuigoes relevantes para o avanco da area no contexto nacional.

Primeiramente, verificou-se que o desempenho dos modelos varia de acordo com
suas caracteristicas arquiteturais e com a adaptacao linguistica a dados em portugués
brasileiro. Entre os modelos avaliados, o sabiazinho-3, treinado majoritariamente em
portugueés, destacou-se com os melhores valores de k (até 0,50) e bons indices de erro
(MAE médio = 0,38). Esses resultados reforam a vantagem de modelos nativamente
adaptados ao idioma para tarefas educacionais que exigem andlise semantica especifica do
portuguées. O Gemini 2.0-Flash apresentou desempenho competitivo em termos de erro
médio, porém com queda de consisténcia categérica. J4 o GPT-40-mini, embora nao tenha
liderado as metricas, demonstrou uma caracteristica particularmente valiosa: foi o modelo
mais robusto contra alucinacoes, com apenas 0,76% de ocorréncias — fator essencial para
automagoes em escala.

No tocante a engenharia de prompt, observou-se que a combinacao de few-shot e
rubrica constitui o nicleo das estratégias mais eficazes. Esses dois componentes estiveram
presentes na maioria das melhores configuracoes entre todos os modelos, confirmando
achados prévios da literatura e demonstrando que fornecer exemplos e critérios explicitos
direciona o raciocinio do modelo e reduz interferéncias subjetivas(CARPENTER et al.,
2024; MELLO et al., 2025).

Por fim, o Experimento 2 evidenciou que caracteristicas textuais da resposta do
estudante influenciam diretamente o desempenho dos modelos, especialmente no que diz
respeito a riqueza lexical, extensao textual e presenca de palavras-chave. Em geral, o
sabiazinho-3 mostrou maior estabilidade entre faixas diferentes de complexidade textual,
enquanto o GPT-40-mini demonstrou sensibilidade elevada a respostas com TTR inter-
mediario. Esse comportamento reforga que a precisao do ASAG nao depende apenas do
modelo ou do prompt, mas também da estrutura linguistica da resposta analisada.
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